
Practical Network Acceleration with Tiny Sets
Guo-Hua Wang         Jianxin Wu

State Key Laboratory for Novel Software Technology, Nanjing University

➢ In this paper, we propose an algorithm named PRACTISE to 

accelerate deep networks with tiny training sets.

⚫ PRACTISE: practical network acceleration with tiny sets

⚫ Deep networks: ResNet, MobileNet, etc

⚫ Tiny training sets: 50~1000 images

➢ Key property

⚫ High latency-accuracy performance

⚫ Small training sets 

⚫ Robust to out-of-domain images

⚫ Fast training (1.5 hours)

➢ Argue that the FLOPs-accuracy tradeoff is a misleading metric for 

few-shot compression, and advocate that the latency-accuracy

tradeoff is more crucial in practice.

➢ The first to reveal dropping blocks great potential in few-shot 

compression.

➢ Propose a new concept recoverability to measure the difficulty of 

recovering each block, and in determining the priority to drop blocks.

➢ Propose PRACTISE, an algorithm for accelerating networks with 

tiny sets of images.

➢ The extraordinary performance: For 22.1% latency reduction, 

PRACTISE surpasses the previous state-of-the-art (SOTA) method 

on average by 7.0%.
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2. Motivation

➢ Latency-accuracy vs. FLOPs-accuracy: more practical

➢ Drop blocks: higher acceleration ratio, more convex optimization

➢ Recoverability: predict the finetuned acc. to prune blocks


