1. Introduction

> In this paper, we propose an algorithm named PRACTISE to

accelerate deep networks with tiny training sets.

Practical Network Acceleration with Tiny Sets
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3. Method

® PRACTISE: practical network acceleration with tiny sets

® Deep networks: ResNet, MobileNet, etc
74

® Tiny training sets: 50~1000 images
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® High latency-accuracy performance
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Robust to out-of-domain images
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Fast training (1.5 hours)

2. Motivation

High acceleration ratio
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_atency-accuracy vs. FLOPs-accuracy: more practical

Recoverability: predict the finetuned acc. to prune blocks
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Different criteria for dropping b
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Drop blocks: higher acceleration ratio, more convex optimization
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Criteria for dropping blocks

Guo-Hua Wang

Jianxin Wu

Different criteria for dropping blocks
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Algorithm 1: PRACTISE
Input:

The original model M, the number of
dropped blocks k£, the tiny training data D
Test the latency of M ;

for each block B; do

Drop B; to obtain the pruned model M p(,y;
Test latency of M p(g,) and find 7(B5;) (Eq. 2);
Insert adaptors;

Compute R(B;) with D (Eq. 1);

Compute the score s(B5;) (Eq. 3);

Add B; back and remove all adaptors;

Choose the top k blocks with the minimum scores;
Drop these k£ blocks to obtain M p;

Finetune M p with D+ by minimizing £ (Eq. 4);
return The pruned model M p

L =|Mo(x;00) — Mp(x;0p)|%

(4)

5. Contributions & Conclusions

Argue that the FLOPs-accuracy tradeoff is a misleading metric for
few-shot compression, and advocate that the latency-accuracy
tradeoff is more crucial in practice.

The first to reveal dropping blocks great potential in few-shot
compression.

Propose a new concept recoverability to measure the difficulty of
recovering each block, and in determining the priority to drop blocks.

Propose PRACTISE, an algorithm for accelerating networks with
tiny sets of Iimages.

The extraordinary performance: For 22.1% latency reduction,
PRACTISE surpasses the previous state-of-the-art (SOTA) method
on average by 7.0%.



